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With the development of the materials genome philosophy and data mining methodologies, machine
learning (ML) has been widely applied for discovering new materials in various systems including high-
end steels with improved performance. Although recently, some attempts have been made to incorpo-
rate physical features in the ML process, its effects have not been demonstrated and systematically
analysed nor experimentally validated with prototype alloys. To address this issue, a physical metallurgy
(PM) -guided ML model was developed, wherein intermediate parameters were generated based on
original inputs and PM principles, e.g., equilibrium volume fraction (Vf) and driving force (Dy) for pre-
cipitation, and these were added to the original dataset vectors as extra dimensions to participate in and
guide the ML process. As a result, the ML process becomes more robust when dealing with small datasets
by improving the data quality and enriching data information. Therefore, a new material design method
is proposed combining PM-guided ML regression, ML classifier and a genetic algorithm (GA). The model
was successfully applied to the design of advanced ultrahigh-strength stainless steels using only a small
database extracted from the literature. The proposed prototype alloy with a leaner chemistry but better
mechanical properties has been produced experimentally and an excellent agreement was obtained for
the predicted optimal parameter settings and the final properties. In addition, the present work also
clearly demonstrated that implementation of PM parameters can improve the design accuracy and ef-
ficiency by eliminating intermediate solutions not obeying PM principles in the ML process. Furthermore,
various important factors influencing the generalizability of the ML model are discussed in detail.

© 2019 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

1. Introduction

stainless steels with excellent properties were successfully devel-
oped via systematic experiments, the experimental trial and error

Given its very high strength, good toughness and excellent
corrosion resistance, ultrahigh-strength (UHS) stainless steels have
been used as a high-performance structural material for the nu-
clear, gear, bearing, aerospace and other high-end industries [1—3].
To obtain superior mechanical properties, many systematic exper-
imental studies have been performed to optimize their composition
and heat treatment parameters [4—6]. Although many UHS

* Corresponding author. State key laboratory of rolling and automation, North-
eastern University, Shenyang, Liaoning, 110819, China.
** Corresponding author.

E-mail addresses: shenchunguang@stumail.neu.edu.cn (C Shen),
wangchenchong@ral.neu.edu.cn  (C. Wang), weixiaolu@stumail.neu.edu.cn
(X. Wei), neuliyong@stumail.neu.edu.cn (Y. Li), S.vanderZwaag@tudelft.nl (S. van
der Zwaag), xuwei@ral.neu.edu.cn (W. Xu).

https://doi.org/10.1016/j.actamat.2019.08.033
1359-6454/© 2019 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

approach is considered inefficient, limiting its capacity to explore
unknown domains [7,8].

Considering advances in the understanding of ferrous metal-
lurgy, PM has become increasingly important for guiding new alloy
design by means of physical modelling and property predictions,
especially for UHS stainless steels [9—12]. Various models have
been built to describe (i) microstructure evolution, i.e., the corre-
lations between the composition/process and microstructure, and
(ii) the microstructure/property relationship of such steels.
Regarding the first topic, composition/processing relations were
used as input to predict various microstructure characteristics us-
ing corresponding PM models (e.g., evolution of the lath martensite
grain size with variation of carbon content and tempering time [13],
evolution of the dislocation density during ageing [14] and
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evolution of element solubility with temperature variation [15]).
Regarding the second topic, quantitative microstructural charac-
teristics obtained from experimental observation, calculated results
by PM models or arbitrary assumptions were used as inputs to
predict the mechanical response, in particular the yield strength,
the ultimate tensile strength and the toughness. For example,
physical models have been built to describe various strengthening
mechanisms, such as classical precipitation strengthening by Oro-
wan dislocation looping [16] and Friedel's shear cutting [17], solid-
solution strengthening by Fleischer's model [18], dislocation
strengthening by the Kocks-Mecking model [19] and grain
boundary strengthening by the Hall-Petch model [20,21]. There-
fore, the yield strength can be well predicted considering the
overall contribution of the aforementioned mechanisms and hence
be used to guide the design and optimization of alloy composition
and heat treatment conditions [9,12,22]. In Olson's work [12],
comprehensive experimental techniques, e.g., local-electrode
atom-probe (LEAP) tomography and electron back-scattered
diffraction (EBSD), were employed to obtain detailed microstruc-
tural inputs for PM models of microstructure/property correlations.
In addition to experimental inputs, a number of physical parame-
ters in PM models were extracted from the literature, which is a
time consuming and risky approach considering the differences in
alloy systems and experimental conditions. Moreover, as most
UHSS alloys are strengthened by multiple types of precipitates, e.g.,
M,C, M3C and Cu (bcc), the strengthening contribution of each type
of precipitate is calculated separately and their contributions are
summed. The linear superposition law greatly increases the
complexity, and inheritance of inevitable modelling errors in each
of the strengthening contributions represents a great difficulty in
obtaining a reliable prediction of the final overall properties. In the
work of Nava [9], the yield strength was calculated by super-
imposing the contributions of different strengthening mechanisms
and multiple precipitates. In that publication, the PM model for
each maraging steel group had dedicated parameter value sets,
indicating the instability of the solution and its low generalization
level. Furthermore, although the reverted/retained austenite is a
key factor influencing the mechanical properties of maraging steels
[23], their effects were ignored, yet good agreement could be ob-
tained [24]. Apparently, the ML adjusted fit parameter sets for
strengthening mechanisms taken into account, can ‘correct’ for
strengthening factors not considered. An alternative alloy design
approach does not use actual steel property datasets but to stay
closer to thermodynamic predictions and incorporate them in the
design algorithms. In Xu's research, UHS stainless steel and creep-
resistant steel were designed by combining PM models, thermo-
dynamics and a GA [25—29]. GA methods help to search for the
optimal solution in an extremely large solution space combining
composition and key heat treatment parameters, but the lack of
actual microstructure information still limits the accuracy of PM
models and inhibits the design efficiency. In summary, although
advanced characterization techniques, comprehensive literature
data search/extraction and standardized thermodynamic models
have been employed to obtain various microstructure information
and physical parameters, prediction errors were inevitably intro-
duced to the PM modelling process owing to experimental un-
certainties and system complexity, especially for multiple
precipitation strengthening systems. Moreover, the implementa-
tion of key microstructure features, e.g., retained austenite, plays a
key role in the actual mechanical properties yet represent great
difficulties in the modelling. Furthermore, when microstructure
information acts as a bridge connecting two links, the errors
generated in the ‘composition/microstructure link would be accu-
mulated and amplified in the next ‘microstructure/properties’ link,
which would eventually impede the accurate prediction of

mechanical properties.

In addition to the experimental trial and error approach and PM
model approach, artificial intelligence methods, especially ML, for
property prediction and material design have attracted a lot of
attention. Already in the 1950s, researchers started to explore
methods, such as the perceptron [30], to make machines acquire
knowledge using various symbolic methods. Later, methods based
on the connection principle, e.g., artificial neural networks (ANNs),
were widely studied. More recently, more comprehensive methods,
such as support vector machines (SVMs), based on statistical
learning theory were developed. Various material properties were
successfully predicted by the abovementioned ML models [31—36].
For example, Sha et al. successfully established an ANN model
connecting the composition, processing parameters, working con-
ditions and mechanical properties of maraging steels using a
database of 2959 samples. Good accuracy in terms of R?, i.e., above
90% and 85% for the training and testing sets, respectively, was
achieved [37]. Based on a much smaller database, the corrosion rate
of 3C steel in different environments was precisely predicted using
an SVM trained on only 46 samples, and the deviation between the
predicted and experimental values was less than 0.5 pAcm 2 [38].
The capability of ML prediction strongly depends on the size and
quality of the databases as well as the range and distribution of the
input parameters. Under ideal conditions SVM can be successfully
applied with only 46 samples and reach a high prediction accuracy,
while an ANN would require much more data. In general, ML sys-
tems are rarely viewed in the context of small data, where an
insufficient data size for the training model compromises the
learning success. The bottleneck of the database size especially
limits applications in steel development, in which the construction
of a database via experiments is time consuming and costly.
Moreover, it is very important to notice that, although various ML
approaches could establish direct purely statistics-based correla-
tions between composition/processing inputs and output target
properties without considering any microstructural characteristics,
the lack of underlying microstructure information, i.e., the essential
link between composition/processing and mechanical properties,
and ignoring metallurgical interactions and principles, represent
great risks in model predictions, increase the dependence on the
quality of the database and impede further analysis or interpreta-
tion with physical mechanisms. Recently, SISSO (Sure Indepen-
dence Screening and Sparsifying Operator) approach has been
developed [39], which can reduce immense features spaces to low-
dimensional spaces based on compressed-sensing, to predict target
property of material using various physical descriptors. However,
meanwhile it was state that [39], although physical parameters can
participate in model training, a simple, analytical descriptor-
property function may not even exist, and it is mainly applied to
simple-structure material, rather than metallic material with
complex microstructure. In addition, Shin et al. trained ML models
by integrating microstructure-related synthetic/scientific features
to predict creep behaviour of high-temperature alloys and
demonstrated that it could be regarded as an intermediate tool to
facilitate new alloy design insights and approaches to guide pro-
totype alloy selection and experimental validation [40], although it
neither clearly demonstrated positive effects of incorporating sci-
entific features on improving the accuracy, nor validated the
approach by newly designed prototype alloy. Although ML essen-
tially correlates input parameters with output target properties for
the composition range covered in the data set and has no design
function itself, under certain conditions it can be applied to
discover new systems in combination with a proper search algo-
rithm [41—46]. For example, an ANN model coupling composition/
processing variable with various mechanical properties was
established and combined with a GA to design new micro-alloyed
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pipeline steel and cold rolled IF steels [41,43]. Large amounts of
design results are usually obtained in a ML design process, so how
to quickly identify quality of design results is also a key issue. In the
research of Lu et al. [47], the performance of hybrid organic-
inorganic perovskites (HOIPs) was calculated by combining a ML
model with the density functional theory. The bandgaps for the
structures of 5158 HOIPs in the search space were predicted using
the ML model, and all HOIP candidates were screened step-by-step
using the DFT theory and taking into account various features.
Although ultimately six lead-free orthorhombic HOIPs with proper
bandgaps were successfully identified, this screening method
based on input from separate additional calculations might be
inefficient for large-scale optimization studies.

In the design of new materials based on ML methods, the design
process can be roughly divided into four steps: 1) database con-
struction from literature data or own experimental observations, 2)
ML model development linking input parameters and output
properties based on the database, 3) search and first evaluation of
new input dataset targeting superior output in the vast candidate
space and 4) identification of newly designed candidate solutions
for experimental validation. For step 1, the size and quality of the
database are essential, and inputs/outputs must be defined
appropriately. For step 2, a reliable ML model for the database at
hand is required to maximize the learning capacity. In addition to
the purely statistical ML approaches presented in the literature, the
guidance of embedded PM principles may significantly increase the
prediction accuracy, which will be discussed in this paper. For step
3, a proper search algorithm must be employed to explore the vast
candidate space and find good candidate solutions. In the last step,
the searching methodology generally yields a larger number of
good solutions and a proper intelligent screening methodology
may be needed for selection or identification of the most promising
solution worth a costly experimental validation. Following this
procedure, in the present work, a ML approach combining sup-
ported vector machine and guidance from PM principles (SVM-PM
model) was developed to predict the correlation of input (compo-
sition/process) and output (hardness) for UHS stainless steels while
considering the key microstructure information as a guideline to
increase learning performance. To this aim the predictions of the
SVM-PM model are probed in a GA to evaluate the vast solution
space and explore the optimal composition and ageing conditions.
Finally, a new support vector classifier (SVC) was employed to
screen potential candidates from the previous step and select a
limited number of solutions for experimental validation. A newly
designed alloy was fabricated and processed as designed, and su-
perior properties were obtained. As will be shown the PM variables
played a considerable role in the ML model, and its effects in
guiding the learning capacity are discussed. In particular, important
factors of the generalizability of the SVM model, i.e., the PM vari-
ables, partition of the training and testing sets, kernel function,
features and precipitate species in the dataset, discussed in detail.

Table 1

2. Hardness prediction by PM-guided ML
2.1. Dataset and parameters

In the present work, compositions and hardness data from
various UHS stainless steels reported in the literature were
collected and grouped according to their principal strengthening
precipitates, including the R-phase (102 samples) [48], Cu clusters
(124 samples) [49—54], and NisTi (116 samples) [55—57]. These
datasets are provided in the supplementary information. All steels
belong to the family of martensitic stainless steels and were pro-
duced via (complete) homogenisation-quenching-tempering
routes. The R-phase dataset was used to train the SVM-PM model
and design new alloys of UHS stainless steel with a high hardness
due to strengthening by the R-phase. The other datasets were used
to study the generalizability of the model. The steel composition
and conditions during thermal processing are the most straight-
forward parameters to determine the microstructure, e.g., the
content and morphology of the martensite matrix, retained
austenite and precipitates, and hence the mechanical properties.
With the main strengthening precipitate being pre-defined, the
ageing temperature and ageing time were selected as the main
thermal processing parameters. Unlike conventional ML database
constructions is which take only the original inputs, e.g., compo-
sition and process parameters, and build a direct correlation with
target output properties, as discussed earlier, the microstructure
characteristics are the essential link bridging the original inputs
and target output properties; thus, these characteristics must be
considered in an appropriate way. Nevertheless, the microstructure
information is very difficult, if not possible, to extract in a stan-
dardized manner from the literature. Moreover, the contribution of
precipitation strengthening mainly depends on both the Vrand the
(average) size of the precipitates. The size of the precipitates has a
close relationship with nucleation kinetics, which is mainly
controlled by the thermodynamic Dy. Therefore, intermediate PM
parameters representing microstructure features, i.e., Vy and Dy,
were also introduced as model inputs. Vyand Df were calculated by
Thermo-Calc® software using the TCFE9 database. The experi-
mental hardness was set as the output target, and important sta-
tistics of the model features are listed in Table 1. R-phase could not
precipitate in some samples due to the relatively low ageing tem-
perature, e.g. 300 °C. Therefore, minimum of Vrand Dywas zero and
negative respectively. Because all samples used in the datasets
underwent the same smelting process, solution treatment and
quenching, these features are assumed to have had no effect on the
hardness and were ignored in training the SVM-PM model.

The quality of the input dataset which may significantly but in
an unknown or unrecorded manner depend on the experimental
conditions or even human factors, is critical for the reliability of the
prediction. In order to minimize those deviations, in this work, the
mechanical property focuses on Rockwell hardness, which is not

Input and output ranges used in the SVM (i.e. steels containing R-phase precipitates) modelling.

Inputs and output Minimum Maximum Mean Standard deviation
Inputs Carbon (wt.%) 0.002 0.09 0.03 0.03
Chromium (wt.%) 11.90 15.00 12.58 1.20
Nickel (wt.%) 1.50 6.00 439 1.03
Cobalt (wt.%) 11.40 20.00 13.03 247
Molybdenum (wt.%) 2 5.30 437 0.91
Titanium (wt.%) 0 0.20 0.12 0.10
Ageing temp (°C) 300 600 498.77 60.27
Ageing time(hour) 3.16 4.00 3.65 0.41
Vi (%) 0 8.46 5.68 2.60
Dy (J/mol) -262 1072 492 324
Output Hardness (HRC) 26.4 51.0 435 5.5
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Table 2

Hardness measurement in the present work and corresponding literature data [48]. Compositions are in weight percentages. Temperature and time are in Celsius and hour,

respectively. Hardness is in Rockwell.

Fe C Cr Ni Co Mo Tage tage Reported hardness Measured hardness
Balance 0.002 15.00 2.50 15.00 5.00 500 3.16 48.9 47.8(+0.2)

525 3.16 49.3 48.1(+0.1)

550 3.16 49.8 49.7(+0.5)

very sensitive to test conditions. Moreover, the dataset of R-phase is
extracted from an identical research group, which greatly reduces
risks of arbitrary fluctuations. Nevertheless, to ascertain data reli-
ability and transferability one alloy from the literature was fabri-
cated and heat treated with identical conditions as mentioned in
the literature and a very good agreement has been observed as
shown in Table 2. The reproducibility of the literature data indicates
the reliability of the dataset. Two PM parameters introduced, i.e., V¢
and Dy, are calculated by Thermo-Calc® with the most recent
database TCFE9, of which the calculation reliability is widely
accepted. In addition, calculations on all literature systems involved
show that the R-phase is the primary strengthening precipitate
even with all possible phases activated in the Thermo-Calc®
calculation.

2.2. Modelling process

A conventional normalization method was applied to eliminate
dimensional differences between the parameter ranges and to
enhance the accuracy of the SVM-PM model. The inputs and out-
puts were normalized by the z-score method [58], given by Eq. (1):

X—u
= M
where z denotes the normalized data, x is the original data from the
datasets, and u and ¢ represent the mean and standard deviation of
the original data, respectively.

The kernel function, which embeds samples into a high-
dimensional feature space, is very important for the generaliza-
tion ability of SVM models. In the present work, a radial basis
function (RBF) kernel, which is suitable for nonlinear problems, was
selected [59]. The generalization ability of SVM with RBF is
controlled by two critical parameters, C and vy [60]. C is the penalty
parameter in the objective function of SVM, and it was set as a
constant greater than zero. Overestimation of C would lead to
overfitting, while underestimating of C value would result in
underfitting. Parameter y determines the distribution of data
mapped to a new feature space and the number of support vectors.
Different algorithms can be used to optimize C and y combinations,
such as grid search and heuristic algorithms. In this work, a GA was
applied to search for optimal parameter combinations. The search
process for optimal parameters was operated with 500 generations,
and the search ranges for parameters C and y were 0—500 and
0—-100, respectively.

The dataset of the R-phase contained 102 samples in total; 80
samples were randomly selected as the training set, which was
used to optimize parameters in SVM-PM models with RBF, and the
other 22 samples were used as the testing set for the generalization
ability of the SVM-PM models. Given the very limited amount of
data in present work (only 102 samples), the performance of
trained model greatly varies with different partitions of training
and testing sets. Moreover, a random partition of dataset is prone to
unbalanced data distribution, which will lead to unfair evaluation
of the model performance. Therefore, to better evaluate the
generalization ability of the SVM-PM model, the ‘multiple hold-out

method’ was employed for the partition of training and testing sets,
in which the dataset was randomly divided into training and testing
sets by 500 times to build 500 different SVM-PM models, and the
mean and maximum of evaluation function of all 500 SVM-PM
models were taken as the evaluation indices. The effects of
different partitions will be addressed in the discussion. Then, the
squared correlation coefficient (R?) and mean absolute error (MAE)
were adopted to evaluate the generalization ability of the SVM-PM
models. The calculation methods are given by Egs. (2) and (3):

(M f (x)yi — S f ()X 4y1)°

R? =
(PoRaf ) = (ZEafx))?) = (nay? - (Shav)?)
(2)
MAE = 13 If(x) - i 3)
i=1

where n is the number of samples and f(x;) and y; represent the
predicted and experimental values of the iy, sample, respectively.

2.3. Hardness prediction

Because 500 different partitions of the training and testing sets
were applied, each sample could participate into training and
testing sets multiple times; hence, multiple predictions could be
obtained for each sample. Therefore, the mean and maximum
values of R? and MAE of each data point were calculated to evaluate
the generalization ability of the SVM-PM model. The prediction
results are shown in Fig. 1. Mean results and optimal results for both
the training and testing sets are shown in Fig. 1a—b and Fig. 1c—d,
respectively. In Fig. 1a—d, most points in both the training and
testing sets lie on or very close to the straight line with a slope of 1,
which strongly indicates that most of the predicted values are in
good agreement with experimental values. This result implies that
the SVM-PM model has excellent generalization ability and high
prediction accuracy. Considering that the SVM-PM model will be
further used to design new UHS stainless steels, the performance of
the testing set is more important than that of the training set. As
shown in Fig. 1b and d, the mean and maximum values of R for the
testing set were 92.9% (+3.9%) and 98.25%, respectively, and the
mean and minimum values of MAE were 1.15 HRC (+1.1 HRC) and
0.75 HRC (+0.42 HRC). Regarding the mean prediction results of the
500 SVM-PM models in Fig. 1b and 70 of the 102 samples had ab-
solute errors between the experimental and predicted values
within 1.0 HRC, and the maximum absolute error was 4.5 HRC.
Regarding the optimal prediction results of the 500 SVM-PM
models in Fig. 1d and 16 of the 22 samples had absolute errors
less than 1 HRC, and the maximum absolute error was only 1.9 HRC.
In summary, both the mean and maximum values exhibited an
extremely small deviations between the experimental hardness
and the predicted hardness, which indicates that the parameters as
found for the final SVM-PM model are applicable to the entire
dataset.
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Fig. 1. Experimental values vs. values predicted by the SVM-PM model for 500 different partitions of the training and testing sets: (a) training set of mean result; (b) testing set of

mean result; (c) training set of optimal result; (d) testing set of optimal result.

3. Alloy design combining the SVM-PM model and a GA
3.1. Design process

Improved alloy composition and ageing conditions of UHS
stainless steel strengthened by the R-phase precipitates were
designed within the original parameter range in the dataset by
combining the SVM-PM model and a GA for optimization (SVM-
PM&GA). The output prediction of the SVM-PM model was used as
an objective function of the GA, and it established the relationship
between the composition/process parameters and the hardness.
The GA was applied to search for the optimal alloy composition and
ageing conditions to obtain a high hardness. The optimization was
performed over many generations until the output did not change
for 10 consecutive iterations, likely indicating convergence. A
schematic of the design process is shown in Fig. 2.

As stated earlier, 500 random partitions of the training and
testing sets were used to construct the SVM-PM model. Then, the
hardness of the samples in the testing set was predicted by 500
different models. In this design exercise, the confidence of designed
results by GA directly depended on the generalization ability of the
objective function from the SVM-PM model, and therefore models
of higher R?> were preferred. However, to maintain the model di-
versity associated with different partitioning, a substantial number
of models were required. To make the balance of high generaliza-
tion ability and good diversity, a criterion of R? >95%, i.e., 155 best
models out of 500 possible models, was enforced in the design
process. For each of the 155 selected SVM-PM models, the GA was
applied to find a new solution (composition, ageing temperature
and ageing time) with the maximal hardness. Therefore, 155 new

alloys can be designed following this approach. However, not all of
the newly designed alloy possessed hardness values beyond the
original maximum value in the dataset (51 HRC). In this case, 39 of
the 155 design results were removed as they yielded lower
maximal values.

3.2. Model validation by SVC model

With 155 SVM-PM models selected on the basis of the criterion
of R?> >95%, the 155 design GA exercise yielded 155 designed so-
lutions, among which 116 solutions were predicted to outperform
the existing alloys. However, in order to determine a limited
number of prototype alloys for experimental validation in the
present work, a classifier was applied to further refine the solution
for experimental validation. The classifier was trained based on the
complete experimental dataset to filter solutions with hardness
above 49 HRC, and subsequently applied to 116 optimal solutions so
as to obtain solutions in the category of ‘high hardness’, which gave
the highest likelihood to experimentally outperform existing alloys.

The SVC model was applied to evaluate the 116 optimal solu-
tions by classifying them into ‘high hardness” and ‘low hardness’, as
shown in “Model validation by calculations” in Fig. 2. The SVC
model determined the category of the optimal solution by identi-
fying the combination of the composition and ageing conditions.
Samples in the dataset with hardness values less than 49 HRC were
given the label —1, representing ‘low hardness’. In contrast, samples
with hardness values greater than 49 HRC were given the label 1,
representing ‘high hardness’. Furthermore, the original dataset was
used as a training set to train the SVC classifier to enable the clas-
sifier to learn the characteristic features of different categories. The
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Fig. 2. Schematic diagram of the design method and model validation.

z-score method was applied to eliminate dimensional differences,
and the grid search method was used to optimize parameters of the
SVC classifier. Finally, the SVC model was successfully constructed,
and the classification accuracy was 96%. To classify design results,
the 116 optimal solutions were used as the testing set and divided
into ‘high hardness’ and ‘low hardness’ by the SVC model. As a
result, only 11 optimal solutions were classified as ‘high hardness’,
and the other design results were defined as “low hardness”.

In order to show the spatial distribution of the 116 newly
designed optimal solutions, all solutions are positioned according
to their PM parameters, i.e., Vyand Dy, as shown in Fig. 3. It can be
observed that, although optimal solutions are distributed in a large
space, there is still a clear tendency of clustering in the region of
high Vy and Dy, which makes perfect sense from a metallurgical
point of view. Moreover, all 11 solutions validated by classifier are
highlighted in the plot, all located in the upright region of the
possible solution, with a limited dispersion. However, more
detailed examination of those 11 solutions reveals that, the
dispersion originates more from the ageing temperature, while the
composition-wise solutions can be clearly classified into two
groups with very similar compositions, represented by Alloy 1 and
Alloy 2 respectively. The composition and ageing condition of two
most promising alloys are given in Table 3. Alloy 1 was considered a
less attractive solution because its carbon and nickel content are
close to the upper limits in the specified design ranges. Moreover,
Alloy 1 had a composition similar to that of one of the original al-
loys yielding the maximum hardness value in the dataset.
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Fig. 3. The spatial distribution of 116 newly designed alloys, with highlight on solu-
tions validated by classifier.

Table 3

Designed alloy composition and ageing conditions and actual alloy composition
(based on the recommended composition for alloy 2). Compositions are in weight
percentages. Temperature and time are in Celsius and hour, respectively.

Fe C Cr Ni Co Mo Tage tage
Alloy 1 Balance 0.090 12.00 6.00 1150 530 500 3.7
Alloy 2 Balance 0.002 13.00 150 13.00 530 560 4.0
Actual  Balance 0.004 1320 154 1290 549 520-600 0-6
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Therefore, Alloy 2 (with a relatively lower total alloy content) was
chosen for further experimental validation.

4. Experimental validation
4.1. Experimental procedures

Alloy 2 was smelted and cast into ingots of approximately 5 kg,
and the chemical analysis is given in Table 3. The ingot was forged
at 1050°C into a billet with a cross-section of 20 x 20 mm. The
square billet was machined into thin slabs with a thickness of 5 mm
for heat treatment. To obtain a reasonable comparison with the
hardness of samples in the dataset, the process before ageing
treatment was executed in a manner consistent with that in the
literature from which the dataset was generalized. The alloy was
heat treated by austenitization at 1050 °C for 1 h and then refrig-
erated in liquid nitrogen for 5 h. The ageing treatments were con-
ducted at the design temperature and time. To further explore the
formation of the precipitates, the temperature and time of the
ageing treatment were expanded to the ranges of 520—600°C
(recommended 560°C) and 0—6h (recommended 4.0h). The
Rockwell C hardness, HRC, was measured using an indentation load
of 1.5 kN.

The microstructures were investigated by transmission electron
microscopy (TEM) and energy dispersive spectroscopy (EDS). TEM
investigation was carried out with a JEOL JEM-2200 FS microscope.
TEM thin foils of samples taken after the various heat treatments
were first mechanically polished to approximately 50 pm thickness.
Then, electropolishing was performed with a solution of 10%
perchloric acid +90% methanol.

4.2. Hardness

Fig. 4 shows the variation of hardness as a function of ageing
temperature and ageing time. The hardness of the quenched Alloy 2
was 34.4 HRC, as shown in Fig. 4a. The hardness of the samples aged
at 520 °C increased to 44.1 HRC, as a result of R-phase formation.
The peak hardness was obtained at 560 °C with a corresponding
maximum value of 52.9 HRC. Regarding the ageing time as shown
in Fig. 4b, a sharp increase in hardness was observed for 30 min,
indicating that R-phase precipitates rapidly formed at the begin-
ning. The maximal hardness was obtained when the ageing time
was 4 h at 560 °C, and the optimal ageing conditions were consis-
tent with Fig. 4a (560 °C at 4 h). The maximum hardness of Alloy 2
was greater than the maximum value in the original dataset (51
HRC, dashed line in Fig. 4). In addition to the successful design of
new alloys with a high hardness, the predicted optimal ageing
temperature and time were highly consistent with results from the

(a) 55
Q/ Design result
[Onshalmaximun, L i S
50 - \\m\ 3
g = —
5 45 m/
[
s
5 40t
—o— Additional experiments
35y f As quenched
30

520 540 560 580 600
Aging temperature/°C

experimental optimization, strongly indicating that the SVM-
PM&GA model has a strong ability to accurately and efficiently
design the alloy systems and ageing conditions of UHS stainless
steel.

The present work demonstrates the methodology as such taking
hardness as the target property. However, it can be applied to other
target properties as well with appropriate corresponding PM pa-
rameters. When multiple properties are required in the design
exercise, multiple objective optimization algorithms are required
so as to achieve better trade-off among different properties, e.g. to
construct Pareto front balancing of different properties.

4.3. Precipitate characterization

The precipitate state of Alloy 2 aged at 560°C for 4h was
investigated by TEM microscopy combined with EDS analysis. The
R-phase precipitate was first identified by Komura et al. [61], and its
structure was identified as hexagonal (a=b=10.903A4,
¢=19.342 A) or rhombohedral (a =9.005 A, a = 74°) with a space
group of R3. A high-resolution transmission electron microscopy
(HRTEM) image and the corresponding diffraction pattern are
shown in Fig. 5a. The precipitates were nearly spheroidal in
morphology and mainly formed inside the martensitic laths.
Moreover, the crystal structure of the precipitates was identified as
R-phase with a hexagonal structure based on the diffraction pattern
obtained from the fast Fourier transform (FFT) of the HRTEM image.
The chemical compositions of the R-phase obtained from EDS
analysis showed that the main alloying elements in the R-phase
were Mo, Cr and Co. The Mo and Cr contents were relatively higher
than that of Co (Fig. 5b). The morphology and composition results
of the R-phase were similar to those of previous studies [62]. In
addition, Fig. 5c shows that R-phase precipitates were homoge-
neously distributed in the lath martensite matrix. The particle size
distribution (PSD) of the R-phase is shown in Fig. 5d, which was
obtained from approximately 150 R-phase particles. The particle
size of most R-phase nanoprecipitates was distributed in the range
from 18 nm to 22 nm. The large amount of nanoscale R-phase
precipitates with a uniform size distribution should be beneficial to
the yield strength, and is consistent with our design philosophy.

5. Discussion
5.1. The effect of PM variables on SVM hardness prediction

To study the influence of PM variables on the generalization
ability of the model, the R-phase dataset with or without the
additional Vrand Drdata was used to train and test the SVM models,
respectively. The modelling process was the same as that in Section
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Fig. 4. Experimental hardness of Alloy 2: (a) variation of hardness with ageing temperature at an ageing time of 4 h; (b) variation of hardness with ageing time at an ageing

temperature of 560 °C.
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PSD result of precipitates.

2.2, and the resulting mean value and standard deviation of the R?
of the prediction results of 500 partitions of the dataset are shown
in Fig. 6a. The introduction of PM variables had no significant effect
on the mean value of R? and that all four SVM models were at a very
high level, approximately 93%. Given the very high level of even
without doing so there is only a marginal improvement in R? by
introducing PM parameters, but it is important to note that the
standard deviation was reduced by the addition of PM variables.
The standard deviations of the SVM models trained by the dataset
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without PM variables, with Vj, with Drand with both PM variables,
were 5.9%, 4.7%, 4.6% and 3.9%, respectively. Moreover, overfitting is
also an important risk particularly in a small sample problem. The
exact number of overfitting SVM models with/without PM pa-
rameters, for difference of R? value between training set and testing
set in the ranges of 10—20%, 20—30% and >30% are plotted
respectively as shown in Fig. 6b. It can be clearly observed that the
introduction of PM parameters reduces the occurrence of over-
fitting models, compared to predictions without PM guidelines.
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In most previous ML applications to material optimisations,
pure ML algorithms not taking into account the underlying material
physics were applied to predict material properties, turning ma-
terials design into a pure mathematical/statistical process. In the
present study, Vr and Dy, as values representing underlying key
bridging microstructural features in the ‘composition/process-
microstructure-mechanical property’ relationship, were added to
the input vector. The advantage of this approach was that PM pa-
rameters are now involved in the modelling process and may play a
crucial role in property prediction, which will be further discussed
in later sections.

In addition to improving the generalization ability, this new
approach also offers a new solution to problems related to a small
sample dataset. In general, increasing the data set is a common way
to solve small sample problems. However, in materials science,
additional information beyond original input, e.g. microstructural
characteristics, has to be acquired by standardized experiments;
therefore, these methods are time consuming and expensive.
Moreover, it is difficult to ensure good data quality due to differ-
ences in experimental conditions. In this approach, the dataset's
dimension was increased by introducing the corresponding PM
variables to each sample using highly reliable thermodynamic
calculations that enriched the data information while ensuring data
quality. The decrease in the standard deviation and overfitting
shown in Fig. 6 was mainly attributed to this effect.

5.2. The effect of PM variables on alloy design

The ultimate goal of the SVM-PM model developed in present
work is its application in new alloy design. To elaborate on the ef-
fect of introducing PM parameters to alloy design, UHS stainless
steel was designed using the SVM&GA model without PM variables
with the same process as described in Section 3.1. The difference
was that the R? for the 216 SVM models was greater than 95% and
those models were selected as objective functions in the GA. The
ageing temperature, hardness and PM variables of all newly
designed alloys, with and without PM parameters’ guidance, are
compared in Fig. 7. The histogram of the ageing temperature and
hardness of all newly designed alloys, with and without PM pa-
rameters, are compared in Fig. 7a—b. It can be observed in Fig. 7a
that the ageing temperatures of new alloys designed on the basis of
SVM-PM are concentrated in the range from 500 to 600 °C, while a
much wider variation from 300 °C to 600 °C occurred without the
introduction of the PM variables. According to reported experi-
mental data in the literature or thermodynamic calculations the
minimum formation temperature of the R-phase in the
Fe—Mo—Co—Ni—Cr alloy system is 450 °C [63]. However, approxi-
mately 40% of the design results without PM variables had an
ageing temperature below 450 °C, which indicated that the R-phase
would not effectively act as the strengthening precipitates, and
hence, it would not achieve the desirable hardness. In contrast, only
1.9% of the design results with PM variables had an ageing tem-
perature below 450 °C, which clearly reveals the contribution of
adding PM variables and enforcing corresponding PM constraints.

The hardness values of the design results with/without PM
variables are shown in Fig. 7b. First, designed solutions below the
experimental optimal solutions of 51 HRC can be found both
without PM variables (31.5%) and with PM variables (27.1%). A
detailed comparison yields that the introduction of PM variables is
particularly effective in eliminating solutions at the very low side,
e.g., below 49 HRC. Second, for the design process with PM vari-
ables, most of the designed alloys show hardness values in the
range from 51—55 HRC, while the results were more scattered
when not using PM variables. On the high end, SVM tends to predict
solutions with very high hardness, e.g., 4.6% of the design results

were higher than 65 HRC, which seemed attractive; however, the
ageing temperature of most of these design results was <450 °C,
which was not realistic, as discussed above.

Although the underlying physical data had cast great doubts
about the correctness of the proposed solution, the alloy with the
maximum hardness (72.5 HRC) predicted by the design process
without PM variables was experimentally made as well. The
composition of Alloypax was 0.004C—12.50Cr-2.08Ni-13.06Co-
4.87Mo0-0.15Ti, and the predicted optimal ageing temperature and
time were 300 °C and 3.9 h, respectively. The experimental samples
showed a hardness of only 32.2 HRC, which was nearly 40 HRC
lower than the predicted value. Microstructure observation with
TEM also did not support the presence of R-phases. This result
clearly proves that the solutions from a design process without PM
variables may be statistically correct but nevertheless may be un-
reasonable and inconsistent.

To further analyse the mechanism of PM parameters leading to
more physically correct solutions, distributions of designed solu-
tions with/without PM parameters are plotted in Vy - Dy space in
Fig. 7c. It can be observed that the Dfand Vyof new alloys designed
by SVM-PM models are concentrated in the region of high Dr
(500—-1000J/mol) and Vf (6.5—8.3%), which would promote the
formation of fine dispersion of nano R-phase and hence a high
hardness. It is worth noting that approximately 43.0% of the
designed results without PM variables’ guidance possess negative
Dy value, indicating that the R-phase would not actually form, and,
most-likely, other undesirable precipitates would form instead. In
contrast, only 1.9% of designed results with PM variables show an
undesirable Dyvalue, which clearly demonstrates the role of adding
PM variables in improving the rationality of the final alloy
composition coming out as the result of the alloy design exercise.

Based on discussion above, it is clear that the PM variables do
play an important role in guiding the design process and elimi-
nating the PM impossible solutions.

5.3. The generalization ability for strengthening contributions due
to co-existing precipitate families

Traditionally the contributions of different types of coexisting
precipitates to the yield strength are calculated separately each for
their own physical parameters, and then the (linear) superposition
law is applied to estimate the total contribution, which significantly
increases the complexity of the prediction process and potentials of
error accumulation. Therefore, whether prediction or design using
the ML model requires separate calculation of each precipitate
species with different dedicated physical parameters is an inter-
esting topic to be addressed.

In this work, three datasets with different precipitate species,
i.e., the R-phase, NisTi intermetallic and Cu clusters, as described in
Section 2.1, were used to study the effect of co-existent precipitate
species on the generalization ability of SVM. First datasets for a
single precipitate family were applied to train the pertinent SVM
model for predicting hardness, and the mean R? of 100 different
partitions of the training and testing sets was used to evaluate
generalization ability. The results are shown in Fig. 8a, wherein the
R? values were 91.1% (+6.2%), 72.6% (+12.9%) and 69.8% (+12%) for
the R-phase, Cu cluster and NisTi datasets, respectively. Further-
more, datasets mixing the R-phase, Cu clusters and Ni3Ti were also
applied to train the SVM model, and the result is shown as ‘All’ in
Fig. 8a. Notably, it is very interesting to note that the mixture of
datasets for different strengthening precipitates did not decrease
the prediction accuracy, i.e., still around 89.3% (+4.4%), slightly
lower than that by using only R-phase dataset. This strongly in-
dicates the strong generalization ability for datasets mixing various
precipitates (and the validity of the linear addition rule). In
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addition, the experimental value vs. predicted value plots for the Cu
cluster, Ni3Ti and ‘All’ datasets are shown in Fig. 8b—d. Compared to
Fig. 8b and Fig. 8c, the prediction results for the Cu clusters and
NisTi in Fig. 8d were closer to the diagonal, and the standard de-
viation of each sample was also smaller. The result by mixing
different precipitates is better than those using only low-quality
systems (either due to low quantity or low quality), i.e., Cu cluster
and NisTi, which suggests that the good generalization ability
actually can be used to increase the prediction reliability of the low-
quality system by mixing their datasets with other high-quality
systems. This method is completely different from PM models in
which a dedicated precipitate system must be calculated separately
and parameters of different do not interfere. In summary, the
dataset mixing different precipitates did not limit the prediction
accuracy but greatly improved the generalization ability, which is
advantageous compared to the PM models.

5.4. Generalization sensitivity of various variables

The SVM model establishes the quantitative relationship be-
tween inputs and the output in a high-dimensional feature space
[64,65], and each feature separately contributes to the model
construction in a complex way. For the current dataset, quantitative
analysis of the effect of individual input parameters on general-
ization ability was difficult due to the limited number of samples in
the dataset. Instead, a qualitative analysis was carried out by
comparing the performance after removing each input dimension
from the dataset. The average and standard deviation of R? of 500
partitions are shown in Fig. 9. The concentrations of nickel, mo-
lybdenum and ageing temperature show the most significant in-
fluences on the prediction accuracy, implying their strongest effects
on the hardness of UHS stainless steel strengthened by the R-phase.
With respect to composition, this phenomenon can be attributed to
the great effect of molybdenum and nickel on the precipitation of
the R-phase, which is supported by the experimental results [66]. In
present dataset, all maraging steels have a strong ability to yield a
fully martensitic matrix because Ms temperature of all samples in
the dataset is above 350°C [67]. Besides, carbides are not main
strengthening phase, and carbon is also not the main forming
element of R-phase. So, carbon variable does not appear to have
much effect on hardness. Regarding process parameters, both the
ageing temperature and ageing time played key roles in
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Fig. 9. The variation of the squared correlation coefficient when each feature is
removed as input parameter from the dataset.

precipitation kinetics. However, only the ageing temperature
shows a strong effect, which can be explained by the fact that only
two ageing times (3.16 h and 4 h) were involved in the dataset,
which made the ageing time nearly invariant and hence it had no
effect on SVM performance.

5.5. The effect of the kernel function on SVM performance

The kernel function, which transfers data into a high-
dimensional feature space, determines the type and complexity
of SVM models. Therefore, this function is critically important for
generalization ability. In this work, four kernel functions, i.e., linear,
polynomial, radial basis (i.e., the one used in the above analysis)
and sigmoid, were compared using the same training and testing
sets to find the most appropriate type. The comparison of predicted
and experimental hardness and their associated R? values of both
the training and testing datasets are shown in Fig. 10. The SVM
model with the RBF kernel obtained the best R?, while the sigmoid
kernel performed the worst. The results demonstrate that the se-
lection of the kernel function has a strong influence on the gener-
alization ability, with a difference in R? between the RBF kernel and
the sigmoid kernel of up to ~80%. Due to its generally good per-
formance, the RBF kernel has also been widely used in the pre-
diction and design of material properties in several previous
studies [36,42].

5.6. The effect of the partition method on SVM performance

Lack of data is one of the largest obstacles in the application of
ML to the field of materials development. Insufficient data can
easily lead to an uneven distribution of samples between the
training and testing sets, which will mislead learning process and
impede the prediction accuracy. To analyse the effect of the parti-
tion method of the training and testing sets on the generalizability
in the current system, 100 different random partitions were used to
construct SVM models. The optimal C and v obtained from the GA
and the corresponding R? values of each partition are shown in
Fig. 11. The distribution of R? values shows clear fluctuation
depending on the partitions but values are mainly confined to the
range from 85% to 98%. The corresponding C and v values also show
similar distributions. For several partition configurations, a rela-
tively low R® was obtained, which is related to the extreme
imbalance of the data distribution between the training and testing
sets for such a small dataset. Therefore, for problems with insuffi-
cient data, a reliable partition of the training and testing sets is
important. However, appropriate evaluation and preselection of
data points are difficult. In this situation, the multiple hold-out
method that repeats a large number of random partitions is
appropriate. Using the multiple hold-out method, the datasets can
be randomly and repeatedly divided into training and testing sets,
and the average value is taken as an evaluation index, thereby
reducing the influence of inappropriate imbalance partition by
statistics.

5.7. Comparison between the newly designed alloy and the original
alloy

The simplified distance function was used to compare newly
designed Alloy 2 and the original alloys in the database. The
simplified distance is given by Eq. (4):
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where N is the number of elements in the alloy system. Y, ; and Y,
represent the concentration of the jy, element in the design alloy
and the original alloy, respectively. Correlation coefficients be-
tween Alloy 2 and the twenty original alloys were calculated and
shown in Fig. 12a as a radar chart. Alloy 2 did not coincide with any

of the twenty original alloys correlation coefficients varied within
the range from 65% to 90%, among which original alloy system 15
and original alloy system 6 had the highest and lowest correlations,
respectively, with values of 91.1% and 67.4%. A composition com-
parison between newly designed Alloy 2 and the optimal original
alloy is shown in Fig. 12b. Compared with the original optimal alloy,
Alloy 2 exhibited a considerable reduction in alloying while
achieving a higher hardness. the concentration of C was consider-
ably reduced from 0.09 wt% to 0.002 wt%, and Ni was significantly
decreased from 4.6 wt¥% to 1.5 wt%. Regarding thermodynamics, the
Vr of Alloy 2 (7.81%) at 560 °C was larger than that of the optimal
sample in the experimental dataset (6.58%), which indicated that
more R-phase could form in Alloy 2 during ageing. Moreover, the Dy
of Alloy 2 (737]/mol) was also larger than that of the optimal
original sample (638 J/mol), which implied that the R-phase would
probably have a higher number density in Alloy 2 because a high
nucleation rate is associated with a large transformation Dy. This
analysis justifies the potential of the newly designed alloy, not only
in terms of properties but also from the perspective of alloying cost.

6. Conclusion

A material design process combining PM-guided ML regression,
ML classifier and GA has been proposed in present work. Accord-
ingly, a novel high-strength stainless steel with leaner chemistry
was designed and experimentally validated with outperformed
hardness.

The implementation of intermediate PM variables, e.g., equi-
librium Vf and Dy of precipitates, introduces microstructural con-
siderations in the statistical ML process and hence effectively
guides the ML process. For property prediction by ML regression,
introducing PM variables effectively improves generalization abil-
ity, while for the design process, it eliminates the PM impossible
solutions and improves design efficiency.
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The implementation of PM variables in the dataset increases its
dimension and hence improves dataset quality and enriches data
information, which is particularly beneficial to address systems
with small dataset. Multiple hold-out method is an appropriate
method to evaluating model performance in such systems.

The dataset mixing different strengthening precipitates does
not limit the prediction accuracy of the ML model but greatly
improved the generalization ability, which clearly demonstrates
the robustness of the present ML approach.

Relative importance analysis based on the ML model shows that
nickel, molybdenum and ageing temperature are closely associated
with yield strength, which has been supported by experiments.
This result illustrates that the ML model shows promise in the
ability to capture the characteristics closely related to targeted
outputs.

Compared with previous results, the prototype alloy designed
by the present model possesses hardness improvement by ageing
at 560 °C for 4 h, which shows exact agreement of designed and
experimental optima. Precipitation characterization shows that the
target microstructure and high density of nanoscale R-phase pre-
cipitates was achieved and homogeneously distributed in the lath
martensite matrix.
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